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Supervised Unsupervisedlearning

V' Qupervisedlearning

is amachine learningechnique for creating a function from training data.
Thetraining data consist input objects (typically vectors), and desired outputs.

The output can be a continuous value (caliedressior), or can predict a class label of the inpt
object (callectlassificatior).

The task of the supervised learner is to predict the value of the function for any valid input
object after having seen a number of training examples.

The learner has to generalize from the presented data to unseen situations in a "reasonable
way

V' Unsupervised learning
Is a method ofnachine learningvhere a model is fit to observations.
It is distinguished fromsupervised learnindpy the fact that there is0 a priori output.

In unsupervised learning, a data set of input objects is gathered. Unsupervised learning the
typically treats input objects as a setrahdom variables A joint density model is then built for
the data set.
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Classification

V' Thetaskof assigningpreviouslyunseerobjectsto one of severalpredefined
categories

V' Findinga modelfor classattribute as afunction of other attributes.
V' Predictscategoricalabels(unlike estimationor prediction).
V Is a 2stepprocess

1. Model construction

Eachtuple/sample is assumed to belong to a predefined class, as determined by tt
class label attribute

The set otuplesused for model construction isaining sef
Themodelis represented as classification rules, trees, or mathematical formulae

2. Model usage (dassifyinguture or unknown objects
Estimate accuracsate of the modelon atest sef

If the accuracy is acceptable, use the modetlassify datdupleswhose class labels
are not known
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Tid  Attribl Attrib2 Attrib3 Class Learning

1 Yes Large 125K No algorithm

2 No Medium 100K No

3 No Small 70K No

4 Yes Medium 120K No |ndUCti0n

5 No Large 95K Yes

6 No Medium 60K No

7 | Yes Large 220K No Learn

8 No Small 85K Yes Model

9 |No Medium | 75K No \

10 | No Small 90K Yes

Training Set Model

Apply

Tid  Attribl Attrib2 Attrib3 Class MOdeI

11 | No Small 55K ?

12 | Yes Medium 80K ? .

13 | Yes Large 110K ? DEdUCtlon

14 | No Small 95K ?

15 | No Large 67K ?

Test Set
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Classificatiofechniques

1. K-NearestNeighbor
. Al 5. GeneticAlgorithms
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2. Bayesiandassification ESEmmm e

_ p(c;) A
C=max p(dj) O n(a |c)) 6. Support Vector Machines (SVM)

j i=1
3. DecisionTrees s T.":.:.
s e :.‘, : * ",
M/ \ /\ 7. FuzzySet Approaches
4. NeuralNetworks
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k-nearestNeighborhoodClassification

V' Is anexampleof instancebasedearning

\/ Classificatiorfor a new unclassifiedecordis found by comparingit to k most
similarrecordsin the training set.
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http://upload.wikimedia.org/wikipedia/commons/e/e7/KnnClassification.svg
http://upload.wikimedia.org/wikipedia/commons/e/e7/KnnClassification.svg

k-nearest Neighborhood Classification

\ Choosing the value of k:
If k IS too small, sensitive tmutliersor noise

If k is too largelocallyinterestingbehaviourwill be
overlooked

’0
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k-nearest Neighborhood Classification

V Advantages
No model iduilt,
Buildingmodel ischeap
Simpletechnique easilyimplemented
Well suitedfor recordswith multiple clasdabels
Cansometimesbe the bestmethod

V Disadvantages
Hardto decidek,
Requirecomputationof adistancefor all newrecords
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k-NNfor Estimatiorand Prediction

VV k-NN may be used for estimation and prediction as well asémtinuousvalued
target variables

V' LocallyWeightedAveraging

Zi:wiyi w; = 1/d(new, x;)*
2. W,

Ay JR—
ynﬁw
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Bayesian Classifiers

V' A probabilistic framework for solving classification problems
\/ Considerach attribute and class label as random variables

V' Givena record with attributes (A A~ X 2 !
Goal is to predict class C
Specifically, we want to find the value of C that maximizes P{GLA X J) !

PCIAAK A) =T AR B PO

V' Equivalent to choosing value of C that maximizes

P(A, Az AlQ) P(C)
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Today

VDecisionTrees
VCART,
VC4.5¢ C5
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Decisionlrees

\/ Adecision treas a collection ofdecision nodesconnected
by branches extending downward from theoot node
until terminating inleaf nodes

V' Beginning at the root node, which lepnvention is placed
at the top of the decision tree diagram, attributes are
tested atthe decision nodes, with each possible outcom
resulting in a branch. Each branitlen leads either to
another decision node or to a terminating leaf node
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Decisionlrees

V DecisionTreels atree where
the modelbeginswith the root for the training set,

Internal nodesare simple decision rulédsstedon one or
more attributes

Eachnode makesa splitinto variousnumberof branches
accordingo the outcomeof the test,

leaf nodesrepresentthe prediction for the class labels

If all recordsin aleafnode are of the sameclass it is
calledapurenode.
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Decisionlrees

Gender

=F =M

Height Height

<1y >1.8m <1.V S om

Short Medium Tall Short Medium Tall

[
1.3 1.5 1 .|8 2.0
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Dmmhggs

Splitting Attributes

7/

Tid Refund Marital Taxable

Status Income o |||
1 |Yes Single 125K No x l'|
2 |No Married |100K  |No Refund l‘.
3 No Single 70K No Y‘ey WAO v
4 |Yes Married |120K No - MarSt
5 No  |Divorced |95¢ |Ves | pummly Single, Divorced w‘anied
6 |[No Married |60K No
7 |Yes  |Divorced |220K  |No Taxine
8 |[No Single 85K Yes < 80|f/ > 80K
9 [No Married | 75K No -
10 |[No Single 90K Yes

Training Data Model: Decision Tree
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Dmmhggs

Tid Refund Marital
Status

© 0O N o o b~ W N P

=
o

Yes
No
No
Yes
No
No
Yes
No
No
No

Single
Married
Single
Married
Divorced
Married
Divorced
Single

Married

Single

Taxable
Income

125K
100K
70K
120K
95K
60K
220K
85K
75K
90K

No
No
No
No
Yes
No
No
Yes
No

Yes
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Training Data

MarSt

il
No

>

Single,

\%Aorced

Refund

Yes

TaxInc

< 80L</
NO

i>80K

There could be more than one tree that
fits the same data!

DATA MKOBKNG
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Apply Model to Test Data

< f ) f Test Data
tart from the root of tree. Refund Marital | Taxable
! Status Income
\ No Married |80K ?
Refund

o\
o
Single,‘?/orced \\‘/Iarried

TaxInc

< 8OV > 80K
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Apply Model to Test Data

Test Data
Refund Marital Taxable
-7 Status Income
/,—"’/ No Married |80K ?
Refund |~
N
__
Single,‘?/orced N\‘ﬂa”ied
TaxInc -
< 8OV > 80K
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Apply Model to Test Data

Test Data

Refund Marital Taxable

Status Income

_»|No Married |80K ?

Refund =

Y‘y QO &«
my e
Single,y/orced \\‘/Iarried

TaxInc

< 80V > 80K
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Apply Model to Test Data

Test Data
Refund Marital Taxable
Status Income

No.-” |Married |80K ?

Refund e

Single,y/orced \\‘/Iarried

TaxInc -
< 80V > 80K
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Apply Model to Test Data

Test Data

Refund Marital Taxable
Status Income

Refund

Yef QO ////
A

Single,y/orced \ll/larried

TaxInc

< 80V > 80K
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Apply Model to Test Data

Refund

2N

Test Data

Refund Marital Taxable
Status Income

MarSt

Single,y/orced

TaxInc

< 8OV
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> 80K
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e
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DecisionlreeAlgorithms

Somerequirements

1. Pre-classified target variables.
2. A training data set richandvaried
3. Discretetarget attribute classes

V Greedy strategy
Split the records based on an attribute test that optimizes certain criterion.

\V/ Issues

Determine how to split the records
How to specify the attribute test condition?
How to determine the best split?

Determine when to stop splitting
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How to Specify Test Condition?

\/ Depends on attribute types
Nominal
Ordinal
Continuous

\V Depends on number of ways to split
2-way split
Multi-way split
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Splitting Based on Nominal Attributes

V' Multi-way split:Use as many partitions as distinct values.

Family ﬂ Luxury
Sports

V' Binary split:Divides values into two subsets.
Need to find optimal partitioning.

{Sports, @ . OR {Family, @
Luxury} {Family} Luxury {Sports}

Alper VAHAPLAR



Splitting Based on Ordinal Attribut

V' Multi-way split:Use as many partitions as distinct values.

Small a Large
Mediu

V' Binary split:Divides values into two subsets.
Need to find optimal partitioning.

{Small, @ OR {Medium, @
Medium} {Large} Large} {Small}

V' What about this split?

{Small, @ :
Large} {Medium}
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Splitting Based on Continuous
Attributes

V Different ways of handling

Discretizatiorto form an ordinal categorical attribute

Staticg discretizeonce at the beginning

Dynamicg ranges can be found by equal interoahining, equal frequencyinning
(percentiles), or clustering.

Binary Decision(A <v) or (A V)
consider all possible splits and finds the best cut
can be more compute intensive
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Splitting Based on Continuous

Taxable
Income
> 80K?

Attributes
Income?

No

[10K,25K) [25K,50K) [50K,80K)

(i) Binary split (if) Multi-way split
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How to determine the Best Split

Before Splitting: 10 records of class 0,
10 records of class 1

Which test condition is the best?

Alper VAHAPLAR
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How to determine the Best Split

V' Greedy approach:
Nodes withhomogeneou<lass distribution are preferred

VV Need a measure of node impurity:

CO: 5 C0: 9
Cl:5 Cl: 1
Non-homogeneous, Homogeneous,

High degree of impurity Low degree of impurity
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Decision TredAlgorithms

V

ID3
Quinlan(1981)
Triesto reduce expected number of comparison

C45
Quinlan (1993)

It is an extension of ID3
Usedin manydata mining application€C5.0)
Also used for rule induction

CART
Breiman, FriedmanQlIshen and Stone (1984)

Classification and Regression Trees

CHAID

Kasq1980)

Oldest decision tree algorithm

Well established in database marketing industry

QUEST
Lohand Shih (1997)

Alper VAHAPLAR Data Mining-06
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CART

V' ClassificatiolAndRegressiofiree

V' Developed 1974984 by 4 statistics professors

LeoBreiman(Berkeley),Charles Stone (Berkeleyjerry Friedman (StanfordRichard
Olshen(Stanford)

VV CART is a ngmarametric tool ofdiscriminantanalysis which is designed to
representdecision rules in a form of so called binary trees

V isabinarytree ¢ eachdecisionnodesplitsinto exactly2 branches

V usesl meéasureof goodness for findingoptimal split sat nodet.

# classes

O(s|t) =2PLPr ) |P(jltr) — P(jltr)]
j=1
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CART

O(s|t) =2P.Pr Y |P(jltr) — P(jltr)
j=1
t, =left child hodeof nodet
t. =right child nodeof nodet
numbepof recordsat t,
numbepf recordsin trainingset

numbepf recordsat t,
numbepf recordsin trainingset

P =

PR

P(j[t ) = numbef classjrecordsat t,
: numbeof recordsin t

P(j[t.) = numbepf classj recordsat t,
) numbepf recordsin t

Alper VAHAPLAR
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CART, Example

Cust Savings Assets

Income
($IDDDS) Credit Ri

0~ O h B W =

Medium High

Low Low
High Medium
Medium Medium
Low Medium
High High
Low Low

Medium Medium

Alper VAHAPLAR

75 Good
30 Bad
25 Bad
S0 Good
100 Good
25 Good
25 Bad
75 Good



Income
Cust Savings  Assets ($1000s) Credit Ri

1 Medium High 75 Good
Xal I l p e 2 Low Low 50 Bad
3 High Medium 25 Bad
. . . 4 Medium Medium 50 Good
V' CandidateBinarySplits 5 Low  Medium 100  Good
6 High  High 25  Good
7 Low Low 25 Bad
8 Medium Medium 75 Good
Candidate Split Left Child Node, 1; Right Child Node, 1
1 Savings = low Savings € {medium, high}
2 Savings = medium Savings € {low, high}
3 Savings = high Savings € {low, medium }
4 Assets = low Assets € {medium, high}
5 Assets = medium Assets € {low, high}
6 Assets = high Assets € {low, medium }
7 Income < $25,000 Income = $25,000
8 Income < $50,000 Income = $50,000
9 Income < $75,000 Income = $75,000
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Income

Cand Left Child Node, 1; Right Child Node, 1z Cust Savings  Assets ($1000s) Credit Ri

1 Savings = low Savings € {medium, high} 1 Medium High 75 Good

2 Savings = medium Savings € {low, high} 2 Low Low 50 Bad

3 Savings = high Savings € {low, medium } 3 High Medium 25 Bad

4 Assets = low Assets € {medium, high} 4  Medium Medium 50 Good

5 Assets = medium  Assets € {low, high} 5 Low Medium 100 Good

6 Assets = high Assets € {low, medium } 6 High High 25 Good

7 Income < $25,000 [ncome = $25,000 7 Low Low 25 Bad

8 Income < $50,000 I[ncome = $50,000 8 Medium Medium 75 Good

9 Income < $75,000 [Income = $75,000 '

# classes #classes
O(s|t) =2P Pr Y |P(jltr) — P(jlir)l Q(slty= & |P(jlt)- P(jltg)

Split P P P(jltL) P(jltg) 2P Pg Q(st) D(s|t)

1 0.375 0.625 G: 333 G: .8 0.46875 0.934 0.4378
B: .667 B:.2

2 0.375 0.625 G: 1 G: 04 0.46875 1.2 0.5625
B: 0 B: 0.6

3 0.25 0.75 G: 0.5 G: 0.667 0.375 0.334 0.1253
B: 0.5 B: 0.333

4 0.25 0.75 G: 0 G: 0.833 0.375 1.667 0.6248
B: 1 B: 0.167

5 0.5 0.5 G: 0.75 G: 0.5 0.5 0.5 0.25
B: 0.25 B: 0.5



# classes

O(s|t) =2P.Pr ) |P(jltr) — P(jltr)|

i=1

Split Py Pg P(jltL) P(jltg) 2P Pg O(s|r) D(s]t)

1 0.375 0.625 G: .333 G: .8 0.46875 0.934 0.4378
B: .667 B: .2

2 0.375 0.625 G: 1 G: 04 0.46875 1.2 0.5625
B: 0 B: 0.6

3 0.25 0.75 G: 0.5 G: 0.667 0.375 0.334 0.1253
B: 0.5 B: 0.333

4 0.25 0.75 G: 0 G: 0.833 0.375 1.667 0.6248
B: 1 B: 0.167

5 0.5 0.5 G: 0.75 G: 0.5 0.5 0.5 0.25
B: 0.25 B: 0.5

6 0.25 0.75 G: 1 G: 0.5 0.375 1 0.375
B: 0 B: 0.5

7 0.375 0.625 G: 0.333 G: 0.8 0.46875 0.934 0.4378
B: 0.667 B: 0.2

8 0.625 0.375 G: 04 G: 1 0.46875 1.2 0.5625
B: 0.6 B: 0

| 9 0.875 0.125 G: 0.571 G: 1 0.21875 0.858 0.1877

B: 0.429 B: 0



Cand Left Child Node, f; Right Child Node, 1p

Split ®(s]r)

Savings = low

Savings = high

Savings = medium Savings € {low, high}

Assets = low

Assets = high

Income < $25,000
Income < $50,000
Income < $75,000

@mqmm/ﬁ\um.—

Alper VAHAPLAR

Assels = medtmm—Assers = low, high |

Savings € {medium, high } 1 04378
Savings € {low, medium} 2 0.5625
Assets € {medium, high
) :D 3 0.1253
Assets € {low, medium} Q 0 62@
Income = $25.,000 '
Income = $50,000 5 0.25
Income = $75,000
6 0.375
7 0.4378
8 0.5625
9 0.1877

DATA MKOBKNG
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CART, Example

V The maximums §| t) =0.6248s obtainedin candidatesplit AssetsLowvs.
AssetsMedium,High Income

Cust Savings  Assets ($1000s) Credit Ri

1 Medium High 75 Good
2 Low Low 50 Bad
3 High Medium 25 Bad
Root Node (All Records) 4  Medium Medium 50 Good
Assets = Low vs. 5 Low Medium 100 Good
Assets € | Medium, High) 6  High High 25 Good
7 Low Low 25 Bad
8 Medium Medium 75 Good
Assets = Low / Assets € {Medium, High)
Bad Risk
(Records 2. 7) Decision Node A

(Records 1. 3. 4, 5, 6. 8)
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CART, Example

V Reompilea table of the candidatsplitsfor Recorddl,3,4,5,6,8

Alper VAHAPLAR

Income

Cus Savings Assets ($1000s) Credit Ri
1 Medium  High 75 Good
3 High Medium 25 Bad

4 Medium Medium 50 Good
5 Low Medium 100 Good
6 High High 25 Good
] Medivm Medium 75 Good

Cand Left Child Node, r; Right Child Node, 1

L

oo =1 v Lh

Savings = low

Savings = medium
Savings = high

Assets = medium
Assets = high
Income < $25,000
Income < $50,000
Income < $75,000

Savings € {medium, high}
Savings € {low, high}
Savings € {low, medium}

Assets € {low, high}
Assets € {low, medium }
Income = $25,000
Income = $50,000
Income = $75,000




Income

Cand Left Child Node, 1; Right Child Node, 1y Cus Savings Assets ($1000s) Credit Ri
1 Savings = low Savings € {medium, high} 1 Medium High 75 Good
2 Savings = medium Savings € {low, high} e
3 Savings = high Savings € {low, medium} 3  High Medium 25 Bad
4 Medium Medium 50 Good
5 Assets = medium  Assets = high S Lrj’w M_Edium 100 Good
. . 6 High High 25 Good
6 Assets = high Assets = medium
7 Income < 325,000 Income = $25,000 ] Medium  Medium 75 Good
8 Income < 350,000 Income = $50,000
9 Income < $75,000 Income = $75,000
Split Pr Pr P(jltr) P(jltr) 2P Pr Q(s|t) P(s|t)
1 0.167 0.833 G: 1 G: .8 0.2782 0.4 01112
B: 0O B: .2
2 0.5 0.5 G: 1 G: 0.667 0.5 0.6666 0.3333
B: 0O B: 0.333
3 0.333 0.667 G: 0.5 ool 04444 1
B: 0.5 B: 0
5 0.667 0.333 G: 0.75 G: 1 04444 0.5 02222
B: 0.25 B: 0O
5] 0.333 0.667 G: 1 G: 0.75 04444 0.5 0.2222
B: 0O B: 0.25
7 0.333 0.667 G: 0.5 G: 1 04444 1
B: 0.5 B: 0
= 0.5 0.5 G 0.667 G 1 0.5 0.6666 0.3333
B: (0.333 B: 0O
9 0.167 0.833 G: 0.8 G 1 0.2782 0.4 01112
B: 0.2 B: 0O




CART, Example

V' Here two candidate splits (3 and 7) share the highest value féjrt)
,0.4444 (Savingshigh, Income<25000)

Root Node (All Records)
Assets = Low vs.

Assets e { Medium, High}

Assels = La:/ Assets € { Medium, High)

Bad Risk Decision Node A
(Records 2, 7) (Records 1,3, 4, 5, 6, 8)
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Income
Cand Left Child Node, 1; Right Child Node, 1 Cus Savings Assets ($1000s) Credit Ri

1 Savings = low Savings € {medium, high}

2 Savings = medium Savings € {low, high} e

3 High Medium 25 Bad

Assets = medium  Assets € {low, high} _ _
. : 6 High High 25 Good
Assets = high Assets € {low, medium}
Income < 325,000 Income = $25,000
Income < 350,000 Income = $50,000

Income < $75,000 Income = $75,000

D00 =1 v Lh
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CART Example

V' The completeCART

Root Node (ANl Records)
Assers = Low vs,

Assets € { Medium, High}

Assers = Luy Assets € { Medium, High),
Bad Risk Decision Node A
(Records 2, 7) (Records 1,3, 4,5, 6, 8)

Savings = Hfgi/ \Sﬂ“fﬂgﬁ' € {Low, Medium}
Decision Node B Good Risk
(Records 3, 6) (Records 1, 4, 5, 8)

Assets = High / l Assets = Medium

Good Risk Bad Risk

(Record 6) {Record 3)




CART

# classes

O(s|t) =2PLPr ) |P(jlt) — P(jltr)]
j=1

V WhenisU §| t) large?

V 5 g t)is large when both of its main componets large 2PL PRand

#cI asses

Q(s|t) = a IP(j1t)- P(jltg)
V. When is the componer(D(s|t) large?
VV When is the componer2PL PR large?
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CART, Example

V. When is the componerfP, P; large?

V WhenP,_andP;are large,

V. when the proportions of records in the left and right child nodes are equal.
V' The theoretical maximum for 2P;is 2x(0.5)x(0.5) = 0.5.

\VV When is the componer®(s|t) large?

V' when the distance betweeR(j t,) and P(j{z) is maximizedcrosseachclass

V. Themaximumvaluewould occur when for each class the child nodes are
completely uniform (pure).

V' The theoretical maximum value for €}x) is 2 for this component.

H#classes

QsIn= & [P(i1t)- P Ity)

]
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CART

V' Ginilndex _ . ] 2
GINI (t) =1- & [p(j |t)]
]
C1 0 P(C1)=0/6=0 P(C2)=6/6=1
C2 6 Gini= 17 P(C1)2i P(C2)2=17 0i 1=0
C1l 1 P(C1) = 1/6 P(C2) = 5/6
C2 = Gini= 117 (1/6)2i (5/6)2 = 0.278
C1 5 P(C1) = 2/6 P(C2) = 4/6

C2 4 Gini= 11 (2/6)2i (4/6)2 = 0.444
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